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Solution to Problem 10.1: Likelihood-ratio test

In order to 
al
ulate the test fun
tion

λ = 2
[

lnL(~̂β)− lnLr(~̂βr)
]

∼ χ2(J − Jr)

for the di�erent model 
omparisons, we determine, from the 
ontour plots, the ML parameter

estimates and asso
iated log-likelihoods for all four possible spe
i�
ations of the Logit and

Probit models:

Probit Logit

Vni spe
i�
ation β̂1 β̂2 lnL(~̂β) β̂1 β̂2 lnL(~̂β)

Full model M1 −0.35 −0.08 −16 −0.4 −0.095 −16
AC-only model M2 −0.5 − −19.5 −0.55 − −19.5
Time-onlymodel M3 − −0.08 −16.5 − −0.955 −16.5
Trivial model M4 − − −20.5 − − −20.5

(a) Compare the full model M = M1 with the redu
ed �time-only� model Mr = M3:

λ
Probit

= 1, λ
Logit

= 1

Sin
e the reje
tion region is given by λ > χ2
1,0.95 = 3.9 (
ross se
tion of the bla
k χ2(1)


urve with the bla
k F = 0.95 line), the null hypothesis H0: �no ad-ho
 preferen
es�


annot be reje
ted. Alternatively, the p value 
an also dire
tly be read o� from the bla
k

graph of the χ2(1) distribution:

p = 1− Fχ2(1)(1) = 1− 0.7 = 0.3

(b) Here, M = M1 and Mr = M2, so

λ
Probit

= 7 > χ2
1,0.95, λ

Logit

= 7 > χ2
1,0.95,

or

p
Logit

= p
probit

= 1− Fχ2(1)(7) < 0.01

For both the Logit and Probit models, Model M = M1 des
ribes the data signi�
antly

better than Mr = M2, so the travel time is a signi�
ant fa
tor.

(
) Sin
e the L̃ values of the four spe
i�
ations are essentially the same for the Logit and

Probit models, the following applies for both.
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(i) M = M1 (full model) vs. Mr = M4 (trivial model):

λ = 2 ∗ 4.5 = 9 > χ2
2,0.95 ≈ 6, reje
tion, p = 1− Fχ2(2)(9) ≈ 0.01

(ii) M = M2 (AC-only) vs. Mr = M4 (trivial model):

λ = 2 ∗ 1 = 2 < χ2
1,0.95 ≈ 4, no reje
tion, p = 1− Fχ2(1)(2) ≈ 0.15

(iii) M = M3 (time-only) vs. Mr = M4 (trivial model):

λ = 2 ∗ 4 = 8 > χ2
1,0.95 ≈ 4, reje
tion, p = 1− Fχ2(1)(2) ≈ 0.005

Dis
ussion

When performing a model sele
tion using the top-down ansatz (starting with M1 and

eliminating the worst fa
tors, one by one) or the bottom-up ansatz (starting with M4 and

adding the best fa
tors, one by one, we arrive at the time-only model.

However, there are theoreti
al reasons (substantially di�erent modes of transport) to keep

the AC. Then, the full model will be sele
ted.

Solution to Problem 10.2: Likelihood-ratio test for regression models: λ = T
2

(a) The likelihood-ratio test is based on log-likelihoods. Therefore, it is only appli
able to

models where the ML estimation 
an be applied. This is only possible if there are random

elements with known distributions.

1

(b) The likelihood and log-likelihood fun
tions to data {(xi, yi)}, i = 1, ..., n for a random

term ǫi ∼ i.i.d.N(0, σ2) with known varian
e σ2
is given by

L(β0) =
n
∏

i=1

1√
2πσ2

e−
(yi−β0)

2

2σ2 ,

L̃(β0) = lnL(β0) =
n
∑

i=1

[−1

2
ln(2πσ2)− (yi − β0)

2

2σ2

]

.

Maximizing it:

∂l(β0)

∂β0
=

n
∑

i=1

[

yi − β0
σ2

]

!
0 ⇒ β̂0 = ȳ.

1

It does not ne
essarily need to be Gaussian, neither to be un
orrelated; however, if ǫ ∼ i.i.d.N(0, σ2), the ML

estimation is identi
al to the standard OLS 
alibration.
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(
) The log-likelihood of the restrained model y = µ0 + ǫ is given by

L̃r =

n
∑

i=1

[−1

2
ln(2πσ2)− (yi − µ0)

2

2σ2

]

When 
al
ulating the LR test statisti
s λ, the 
onstant terms −1/2 ln(2πσ2) of both

log-likelihoods 
an
el out and we obtain

λ = 2 [lnL(ȳ)− lnLr]

= 2

n
∑

i=1

[

−(yi − ȳ)2

2σ2
+

(yi − µ0)
2

2σ2

]

,

or, after further manipulations,

λσ2 =

n
∑

i=1

[

−(yi − ȳ)2 + (yi − µ0)
2
]

=

n
∑

i=1

[

−y2i + 2yiȳ − ȳ2 + y2i − 2yiµ0 + µ2
0

]

=
n
∑

i=1

[

2yi(ȳ − µ0) + µ2
0 − ȳ2

]

= n
[

ȳ2 + µ2
0 − 2ȳµ0

]

= n (ȳ − µ0)
2

If H0: �both models are equivalent� applies, i.e. E(y) = µ0, we have be
ause of the i.i.d

Gaussian random terms,

ȳ ∼ N

(

µ0,
σ2

n

)

,

or √
λ =

√
n
ȳ − µ0

σ
:= Z ∼ N(0, 1).

i.e.,

λ = Z2 ∼ χ2(1).

The last identity is valid sin
e, by de�nition, a squared Gaussian random variable is

χ2(1) distributed (sin
e a sum of m i.i.d squares of standardnormal distributed random

variables is χ2(m) distributed).

(d) For a known varian
e, the test statisti
s of the t-test is a standard Gaussian:

T =
β̂0 − µ0√

V00
=

ȳ − µ0

σ

√
n ∼ N(0, 1)

A 
omparison with the results of (
) shows that T =
√
λ, hen
e

λ = T 2
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Dis
ussion

The LR test of two models with only one parameter di�eren
e gives a reje
tion of the

null hypothesis H0: �Both models are equivalent� if, and only if, the t-test for known

error varian
e reje
ts the signi�
an
e of the additional parameter of the full model at the

same level. The 
ondition of a known varian
e follows from the fa
t that the LR test is

only exa
t in the asympoti
 limit n → ∞ (but also gives useful results for normal-sized

samples).

More generally, the LR test of two models with one or more fa
tors di�eren
e reje
ts the

nullhypothesis if, and only if, the F -test reje
ts the simultaneous null hypotheses: �all

additional parameters of the full model are zero or �xed� in the asymptoti
 limit.

Finally, let us remind the result obtained earlier for regression models: For the general 
ase

of unknown varian
e but only one fa
tor di�eren
e, the F and the T tests are equivalent
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