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Solution to Problem 2.1: Matrix Rules

(a) For s
alar produ
ts, a simple evaluation shows dire
tly

~a′~b = ~b′~a =
∑

i

aibi.

Noti
e the swapping of transpositions with the swapping of the position. In fa
t, this is a

spe
ial 
ase of a rule of transpositions on produ
ts to be dis
ussed further below.

For general matrix produ
ts, 
ommutativity does not apply, at least not without additional

transposition: If A is a n ×m matrix and B a m× k matrix, AB is a n× k matrix while

BA is not even de�ned for n 6= m or m 6= k. For square matri
es n = m = k, we 
an 
he
k

the 11-
omponent:

(AB)11 =
∑

k

a1kbk1, (BA)11 =
∑

k

b1kak1.

In the �rst produ
t, we need the matrix elements a11, a12, ... while we need a11, a21,...

for the se
ond. This is not equivalent in 
ase of non-symmetri
 matri
es. Comparing the

12-
omponents, it turns out that 
ommutativity is not even valid for symmetri
 matri
es.

(b) Both sides of the equation lead to the 
omponents

[

(AB)C
]

ij
=

∑

l

(AB)ilclj =
∑

l

(
∑

k

aikbkl)ckj,

[

A(BC)
]

ij
=

∑

k

aik(BC)kj =
∑

k

aik(
∑

l

bklclj).

Be
ause of asso
iativity of numbers, the parentheses 
an be set arbitrarily. Furthermore,

the sum over l 
an be positioned before aik in the se
ond expression be
ause aik does not

depend on l. Hen
e, both expressions are equal to

∑

k

∑

l

aikbklclj

proving the statement for matrix multipli
ation. In e�e
t, the asso
iativity of the matrix

produ
ts is redu
ed to the asso
iativity of numbers (independen
e of whi
h part of the

produ
t is 
al
ulated �rst). For produ
ts of three obje
ts in
luding ve
tors, the proof

developed above is valid as well sin
e this is just a spe
ial 
ase of appropriately degenerated

matri
es.
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(
) The relations A(~b + ~c) = A~b + A~c and A(B + C) = AB + AC follow dire
tly from

the elementwise addition of ve
tor and matrix 
omponents and from the distributivity of

numbersfolgen. A dire
t 
al
ulation makes this expli
it.

(d)

(

A′
)

′

= A sin
e the transposition swaps rows and 
olumns and a double swap reverts the

original expression.

(e) We 
an show this by expli
it summation of 
omponents. For the obje
t �matrix times

ve
tor transposed�, we have for ea
h 
omponent i i:

(

~b′A′

)

i
=

∑

k

bk
(

A′
)

ki
=

∑

k

bkaik =
∑

k

aikbk =
(

A~b
)

′

i
.

This means, the numeri
al values are identi
al. Furthermore, both produ
ts �transposed

ve
tor times matrix� and �(matrix times ve
tor) transposed� result in a transposed ve
tor.

This means, also the type of mathemati
al obje
t is identi
al.

For the obje
t �matrix times matrix transposed�, we obtain for ea
h 
omponent ij:

(

B′A′
)

ij
=

∑

k

(

B′
)

ik

(

A′
)

kj
=

∑

k

bkiajk =
∑

k

ajkbki =
(

AB
)

ji
=

(

AB
)

′

ij
.

(f) This identity 
an be shown by expli
it 
al
ulation of the 
omponents. More elegantly,

however, is applying the just derived transposition rule (AB)′ = B′A′
together with the

swit
hing property of the transposition onto A = X and B = X ′
, respe
tively:

(

X ′X
)

′

= X ′
(

X ′
)

′

= X ′X.

(g) The unit matrix E (sometimes denoted by 1) is a square matrix with ones on the diagonal,

and zeroes, otherwise. It is the �neutral element� of the operation �matrix multipli
ation�

and hen
e de�nes the inverse of square matri
es. If this matrix is invertible or �regu-

lar� (noti
e that non-square matri
es 
annot be inverted in any 
ase), following de�nition

applies:

1

A−1A = AA−1 = E

Furthermore, we have, of 
ourse, E′ = E whi
h means

E ′ =
(

A−1A
)

′

= A′
(

A−1
)

′

.

In the se
ond line, we have used the transposition rule for matrix produ
ts derived earlier.

Multiplying this equation from left

2

by

(

A′
)

−1
, we obtain for the lhs.

(

A′
)

−1
E =

(

A′
)

−1
.

1

Noti
e that multipli
ation with the unit matrix is the single ex
eption from the non-
ommutativity of matrix

produ
ts.

2

Be
ause of the non-
ommutativity, one needs to spe
ify if the matrix is multiplied �from left� or �from the

right�.
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The rhs. results in

(

A′
)

−1
(

A′
(

A−1
)

′

)

=
(

A′
)

−1
A′

(

A−1
)

′

=
(

A−1
)

′

,

or

(

A′
)

−1
=

(

A−1
)

′

, q.e.d. Noti
e that, in the �rst step of evaluating the rhs., we made

use of the asso
iativity of matrix multipli
ation.

Solution to Problem 2.2: Matrix Inversion

(a) The matrix multipli
ation 
na be done e�
iently �by hand� using Falk's s
heme formal-

izing the multipli
ation rule

(AB)ij = i-th row of A times j-th 
olumn of B.

For 2× 2 matri
es, this s
heme reads

e f

g h

a b ae+bg af+bh


 d 
e+
g 
f+dh

. Here, the left fa
tor (in the s
heme at the upper left) equals A−1
, i.e.,

e =
d

detA
, f = −

b

detA
, g = −

c

detA
, h =

a

detA
.

For example,

(

AA−1
)

11
= ae+ bg =

ad− bc

ad− cb
= 1

The other three elements are tretaed similarly with the result

AA−1 =

(

1 0
0 1

)

= E,

q.e.d.

(b) Using Falk's s
heme, we again prove the identity element by element:

a b 


d e f

g h i

ei-fh 
h-bi bf-
e 1 0 0

1

aei+bfg+cdh−afh−bdi−ceg
fg-di ai-
g 
d-af 0 1 0

dh-eg bg-ah ae-bd 0 0 1

.
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For the 11 element of the produ
t, we obtain

a(ei− fh) + d(ch− bi) + g(bf − ce)

aei+ bfg + cdh − afh− bdi− ceg
= 1 (1)

The other elements are evaluated similarly.

Solution to Problem 2.3: Ve
tor and Matrix Derivatives

Derivative

∂

∂~β

(

~β′~a
)

:

∂

∂~β

(

~β′ · ~a
)

!
=











∂
∂β0

(

∑

j βjaj

)

.

.

.

∂
∂βJ

(

∑

j βjaj

)











=







a0
.

.

.

aJ






= ~a

Derivative

∂

∂~β

(

~β′A~β
)

taking into a

ount the produ
t rule of di�erentiation:

∂

∂~β

(

~β′A~β
)

!
=











∂
∂β0

(

∑

j

∑

k βjAjkβk

)

.

.

.

∂
∂βJ

(

∑

j

∑

k βjAjkβk

)











=







∑

k A0kβk +
∑

j βjAj0

.

.

.

∑

k AJkβk +
∑

j βjAjJ







= A~β +A′~β.
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