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Problem 10.1: Likelihood-ratio test

Given are following Revealed-Choi
e data:

Person

Time Alternative 1

ped/bike [min℄

Time Alternative 2

motorized [min℄

Choi
e

Alt. 1

Choi
e

Alt. 2

1 15 30 4 1

2 10 15 1 4

3 20 20 3 2

4 30 25 2 3

5 30 20 1 4

6 60 30 0 5

They should be analyzed by binary Logit and Probit models with following spe
i�
ation of the

deterministi
 utilities:

Vni(β1, β2) = β1δi1 + β2Tni

Following 
ontour plots give the loglikelihood L̃(β1, β2) for both models (distan
e of 0.5 between

the 
ontour lines):
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(a) Test, at an error probability of 5%, whether there is a signi�
ant ad-ho
 preferen
e of one

transportation mode over the other by performing LR-tests of the �time-only� spe
i�
ation

Vni = β2Tni, and the full spe
i�
ation both for the Logit and Probit models.

Hint: Use the 
ontour plots and the graphs of some χ2
distributions below.
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(b) Test whether the time sensitivity is a relevant fa
tor by 
omparing the AC-only with the

full models

(
) Compare the full, �AC-only�, and �time-only� models with the trivial model Vni = 0 with

appropriate LR tests.
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Problem 10.2: Likelihood-ratio test for regression models: λ = T
2

The LR model 
an also be applied to regression models provided that the distribution of the

random term ǫ is known

(a) Why this is only possible if the distribution is known?

(b) Give the ML estimation of the one-parameter �
onstant-only regression model� M:

y = β0 + ǫ, ǫ ∼ i.i.d.N(0, σ2

ǫ )

given data {(xi, yi)}, i = 1, ..., n.

(
) Now 
onsider the LR-test between model M and the parameterless �xed model M0:

y = µ0 + ǫ with a �xed 
onstant µ0. Furthermore, assume that there is a su�
ient

amount of data su
h that the estimation error of V (ǫ) = σ2

an be negle
ted, so σ2

is

known. Show that, in this 
ase, the test variable T = 2[lnL(β̂0) − lnL0] (with L0 the

log-likelihood of M0) exa
tly obeys T ∼ χ2(1).

Hint: a sum of m i.i.d squares of standardnormal distributed random variables is χ2(m)
distributed.

(d) Show that this LR test is exa
tly equivalent to a t-test for known varian
e of the null

hypothesis H0: β0 = µ0.
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